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Abstract— Extracting previously unknown patterns from massive volume of data is the main objective of any data mining algorithm. In 
current days there is a tremendous expansion in data collection due to the development in the field of information technology. The patterns 
revealed by data mining algorithm can be used in various domains like Image Analysis, Marketing and weather forecasting. As a side effect 
of the mining algorithm some sensitive information is also revealed. There is a need to preserve the privacy of individuals which can be 
achieved by using privacy preserving data mining. In this paper, fuzzy based data transformation methods are proposed for privacy 
preserving clustering in database environment. In case one, a fuzzy data transformation method is proposed and various experiments are 
conducted by varying the fuzzy membership functions such as Z-shaped fuzzy membership function, Triangular fuzzy membership 
function, Gaussian fuzzy membership function to transform the original dataset. In case two, a hybrid method is proposed as a combination 
of fuzzy data transformation approach specified in case one and Random Rotation Perturbation (RRP). The experimental results proved 
that the proposed hybrid method yields good results for all the member functions which are used in case one. 

Index Terms— K-Means, S-Shaped Function, Privacy Preservation, Clustering, Fuzzy Membership Function, Random Rotation 
Perturbation, Data Transformation.  

——————————      —————————— 

1 INTRODUCTION                                                                     
ATA mining is the process used to analyze large quanti-
ties of data and gather useful information from them. It 
extracts the hidden information from large heterogene-

ous databases in many different dimensions and finally sum-
marizes it into categories and relations of data [1]  

In order to learn a system in detailed manner, we should be 
able to decrease the system complexity and increase our un-
derstanding about the system. For any application, if the in-
formation available is imprecise then fuzzy reasoning pro-
vides a better solution [2]. 
The primary goal of privacy preserving is to hide the sensitive 
data before it gets published. For example, a hospital may re-
lease patient’s records to enable the researchers to study the 
characteristics of various diseases. The raw data contains some 
sensitive information of individuals, which are not published 
to protect individual privacy. However, using some other 
published attributes and some external data we can retrieve 
the personal identities. Table 1 shows a sample data published 
by a hospital after hiding sensitive attributes. (Ex. Patients 
name). 

ID Attributes 
 Age Sex Pin Disease 
1 23 M 110025 Cough 
2 32 F 110065 Fever 
3 28 M 110049 Diabetic 
4 33 F 110054 Headache 

 

Table 1: Rawdata 
 

ID Attributes 
 Name Sex Pin Age 
1 Raj M 110025 23 
2 Sona F 110065 32 
3 Salman M 110049 28 
4 Preeti F 110054 33 

Table 2: Voter Registration List 
 

Table 2 shows a sample voter’s registration list. If an oppo-
nent has access to this table he can easily identify the infor-
mation about all the patients by comparing the two tables us-
ing the attributes like (zip-code, age, sex).These types of at-
tributes are called as Quasi identifier attributes. 

This idea of using fuzzy logic is applied to preserve the in-
dividual information while revealing the details in public. This 
paper mainly focuses on converting the sensitive data into 
modified data by using S – shaped fuzzy membership func-
tion. Kmeans clustering algorithm is applied on the modified 
data and it is found that the relativity of the data is also main-
tained. 

There are a number of methods used for preserving the 
privacy of the data while clustering. Some of the methods are 
use of cryptographic algorithms, noise addition, and data 
swapping. All of these methods introduce a bit of complexity 
in the algorithm and increase the processing time. Our main 
aim is to reduce this processing time and at the same time 
provide an optimum solution to the problem of privacy pre-
serving. For this purpose we are using the concept of fuzzy 
approach. 

Fuzzy sets were introduced by zadeh in 1965 [2] to repre-
sent uncertainty, vagueness and provides formalized tools for 
dealing with the impression intrinsic to many problems. 
Fuzzy sets perform a gradual assessment of the input dataset 
by using fuzzy membership function. Fuzzy logic has been 
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considered as an attractive method for data distortion which 
can reduce the information loss. In this paper two fuzzy data 
transformation methods are proposed for privacy preserving 
clustering in centralized database environment. In method 
one, a fuzzy data transformation method is proposed which 
uses fuzzy membership functions to transform the original 
dataset. In method two, a hybrid method is proposed as a 
combination of fuzzy data transformation approach specified 
in case one and Random Rotation Perturbation (RRP). Related 
works of privacy preserving clustering is discussed in the fol-
lowing section. 

2 LITERATURE SURVEY 
In recent year’s lot of papers are published to preserve data 

privacy while releasing the data for various research purposes 
which adopts various techniques like Data Auditing, Data 
Modification, Cryptographic methods and k-anonymity. 

In Cryptographic methods [3] data is encrypted using pro-
tocols like secured multiparty computation (SMC). These pro-
tocols do not reveal any private information other than the 
final result to the data miners. In Noise addition methods [4] 
we add some random noise (number) to numerical attributes. 
This random number is usually drawn from a normal distribu-
tion with a small standard deviation and with zero mean. Data 
swapping [5] [6] interchange the attribute values between dif-
ferent records. Similar attribute values are interchanged with 
higher probability. The unique feature of this approach is all 
original values are kept back within the data set and only the 
positions are swapped. 

In Aggregation [7] [8] instead of individual values the rec-
ords are replaced by a group representative .For salary attrib-
ute, instead of individual values it can be grouped as {Low, 
Medium, High}. In Signal Transform methods [9] [10] Wavelet 
Transformation and Fourier Transformation are used to modi-
fy the data. These methods are fast when compared to its pre-
decessors with improved time complexity. 

In [11], the authors conducted privacy surveys about gen-
eral privacy, consumer privacy, medical privacy and created 
privacy indexes to summarize the results and discussed the 
trends in privacy. Privacy issues in Hippocratic databases are 
discussed and identify the technical challenges, problems in 
designing such databases and suggested some approaches that 
may lead to solutions in [12]. Authors in [13] addressed the 
problem of protecting the underlying attribute values when 
sharing the data for clustering and proposed a novel spatial 
transformation method called rotation based transformation to 
achieve privacy. Hybrid data transformation approach for 
privacy preserving clustering is presented in [14], by adopting 
geometric transformation methods to modify the sensitive 
numerical data using translation data perturbation, scaling 
data perturbation, rotation data perturbation, reflective data 
perturbation in centralized database environment. Double 
reflecting data perturbation and rotation data perturbation 
based hybrid data transformation approach for privacy pre-
serving clustering is proposed in [15]. Privacy preserving clus-
tering approach through cluster bulging has been presented 
by authors in [16]. The authors in [17] proposed random re-
sponse method of geometric transformation for privacy pre-

serving clustering in centralized database environment. In 
[18], a fuzzy based approach is proposed for privacy preserv-
ing clustering. The authors used fuzzy membership function 
to transform the original dataset in order to preserve the pri-
vacy of individuals. In [19], random rotation perturbation ap-
proach and framework of random rotation perturbation for 
privacy preserving classification is proposed. The authors also 
presented a multi-column privacy model to address the prob-
lems of evaluating privacy quality for multidimensional per-
turbation. 

Query auditing methods preserve privacy by modifying or 
restricting the results of a query. [20]. Sweeney [21] introduced 
the k1-anonymity privacy requirement, which requires each 
record in an anonymized table to be indistinguishable with at 
least k-other records within the dataset, with respect to a set of 
quasi-identifier attributes. In this approach for achieving data 
anonymization methods like generalization and suppression 
are used. Unlike other privacy protection techniques such as 
data swapping and adding noise, information in a anonymous 
table through generalization and suppression remains ingen-
uous. Table3 shows an example of 2-anonymous generaliza-
tion for Table1. While k-anonymity prevents identity disclo-
sure, it does not ensure any protection against attribute disclo-
sure. In [22] the clustering operation is performed after apply-
ing 2-dimensional transformations to the data. 

A different approach for privacy preservation in data min-
ing is given in [23]. This introduces the concept of fuzzy sets 
which is just an extension to the generic set theory. By using 
fuzzy sets we can perform a gradual assessment of the data set 
given to us and this is done by using a fuzzy membership 
function. Each linguistic term can be represented as a fuzzy set 
having its own membership function. 

ID Attributes 
 Age Sex Pin Disease 
1 2* M 1100** Cough 

2 3* * 1100** Fever 
3 2* M 1100** Diabetic 
4 3* * 1100** Headache 

Table 3: A 2-Anonymous Table 
Fuzzy c-Means (FCM) can be used for clustering. But any 

element in the set may have membership in more than one 
category [24]. 

S – shaped fuzzy membership function is given by 

 
Where x – is value of the sensitive attribute, a & b – is mini-
mum and maximum value in the sensitive attribute. 
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Input: (a) Original Dataset D of size m x n.  
(b) Fuzzy membership functions such as Zmf, Trimf, and 
Gaussmf.  
Output: Distorted datasets D’ of size m x n.  
Begin  

1. Suppress the identifier attributes.  
2. For each Fuzzy membership function  
3. For each sensitive attribute in D do  
4. Transform the attribute using fuzzy member-
ship function.  
5. End For  
6. Generate an n × n rotation matrix R randomly.  
7. Obtain the final distorted dataset D’ = D × R.  
8. End For  
9. Release the distorted dataset D’ for clustering 
analysis.  

End 

3 PROPOSED METHODS 
In this section two fuzzy based methods are proposed for pri-
vacy preserving clustering. In method one, a fuzzy based data 
transformation approach is proposed and various experiments 
are conducted by varying the fuzzy membership functions 
such as Z-shaped fuzzy membership function, Triangular 
membership function, Gaussian membership function to 
transform the original dataset. In method two, a hybrid meth-
od is proposed as a combination of fuzzy data transformation 
with various membership functions specified in case one and 
Random Rotation Perturbation (RRP). In another experiment 
novel additive perturbation approach is applied on original 
dataset to obtain the distorted dataset for comparison purpose. 

3.1 Fuzzy based Data Transformation 
Data distortion is the process of hiding sensitive data values 
without loss of information. A fuzzy transformation method 
distorts the sensitive numerical attributes using built in fuzzy 
membership functions such as Z-shaped fuzzy membership 
function (Zmf), Triangular fuzzy membership function 
(Trimf), Gaussian fuzzy membership function (Gaussmf). 

3.2 Hybrid Method 
A privacy preserving clustering technique is introduced in 
order to achieve the dual goal of privacy and utility. A hybrid 
method combines the strength of existing techniques and 
gives better results when compared to the single data pertur-
bation method. This method consists of a combination of the 
two techniques namely fuzzy data perturbation and Random 
Rotation Perturbation (RRP). The important characteristic of 
RRP is preserving the geometric properties of the dataset. So 
the distorted dataset is clustered with similar accuracy when 
clustering is performed on original dataset. In this method, the 
original dataset is transformed using fuzzy data transfor-
mation method, which will be given as input for RRP method 
to obtain the final distorted dataset. The following table dis-
plays the algorithm for proposed hybrid method. 

TABLE 4: Algorithm for Hybrid Method 

3.3 Novel Additive Perturbation Technique 
A review of novel additive perturbation technique [25] is giv-
en in this section for privacy preserving data mining. This 
technique is used to modify the given input dataset in order to 
hide the highly sensitive information. The additive data per-
turbation technique is designed for distributed environment 
where a data owner wants to transform the input data extract-
ed from group of parties. The transformed data is used to per-
form the data mining operations such as clustering, classifica-
tion. The following algorithm in Table 5 explains the additive 
data perturbation.  

TABLE 5: Algorithm for Novel Additive Data Perturbation 

4 IMPLEMENTATION OF PROPOSED METHODS 
The proposed methods are implemented to evaluate the per-
formance of data distortion methods. Experiments are con-
ducted for implementing the proposed fuzzy data transfor-
mation approach and hybrid method on three real life datasets 
obtained from UCI [26]. Housing data set with thirteen attrib-
utes and 178 records, Iris data set with four numerical attrib-
utes and 150 records, Hayes-Roth dataset with 5 numerical 
attributes and 1000 instances are considered. Experiment one, 
a fuzzy data transformation method as given in Table 1 is 
conducted to transform the original dataset by varying the 
fuzzy membership functions such as Z-shaped fuzzy member-
ship function, Triangular membership function, Gaussian 
membership function. Experiment two, a hybrid method as 
given in Table 2 is conducted by combining fuzzy data trans-
formation approach specified in experiment one and Random 
Rotation Perturbation (RRP).The well-known k-means cluster-
ing algorithm is used to measure the clustering quality. When 
the data is transformed, the clusters in the original dataset 
should be equal to the clusters in the distorted dataset. WEKA 
(Waikato Environment for Knowledge Analysis) software [27] 
is used to test clustering accuracy of the original and modified 
data base. The effectiveness is measured by misclassification 
error [14]. The misclassification error, denoted by ME, is 
measured as follows. 

1. Data owner acquire the input data from multiple parties 
by giving queries 
 
2. Identify the sensitive data items and perform additive 
data perturbation on the selected values by adding small 
amount of noise to protect the values of sensitive data 
items. 
 
3. To enhance the privacy protection of additive data per-
turbation, perform swapping on the perturbed dataset 
obtained in step 2. 
 
4. Release the final distorted dataset to perform data min-
ing operations like classification, clustering. 
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In the above formula  
 

N - Number of points in the original dataset.  
K - Number of clusters.  
Clusteri (D) - Number data points of the ith cluster of the origi-
nal data set.  
Clusteri (D’) - Number of data points of the ith cluster of the 
transformed dataset. 

The following table shows the ME values obtained for 
the proposed fuzzy data transformation method using Z-
shaped fuzzy membership function (Zmf), Gaussian member-
ship function (Gaussmf), Triangular membership function 
(Trimf) and novel additive method on three datasets. Higher 
ME values indicates lower clustering quality where as lower 
ME show the higher clustering quality. The experiments are 
conducted 10 times and ME value is taken as an average of 10. 
The following table displays the misclassification error values 
of fuzzy data transformation approach. 
 

Data Dis-
tortion 
Methods 

 Housing Iris Hayes-
Roth 

Zmf 0.0892 0.09746 0.1242 
Gaussmf 0.1785 0.1731 0.2164 
Trimf 0.17 0.15 0.2223 
Novel 

Additive 
0.199 0.196 0.2432 

Table 6: Misclassification Error Rates of Fuzzy Data Transfor-
mation 

When comparing the misclassification error values in 
Table 6, it is confirmed that the proposed fuzzy data transfor-
mation methods which uses the three membership functions 
gives the lower misclassification error for all the three da-
tasets. Among three membership functions Z-shaped fuzzy 
membership function gives the lower misclassification error. 

Fig. 1: Comparison of Misclassification Error Values Data 
Transformation Approaches 

As the results shown in Fig. 1, it clearly indicates that 
for all the three datasets, the proposed fuzzy data transfor-
mation method gives the lower misclassification error for all 
the three member functions. These results proved that fuzzy 
data transformation methods gives higher utility than the 
novel additive data perturbation method. The following table 
shows the misclassification error values of the proposed hy-
brid method. 
 

Data Distortion 
Methods 

Hous-
ing 

Iris Hayes-
Roth 

Zmf 0.0892 0.09746 0.1242 
Zmf & RRP 0.06853 0.08199 0.0951 

Gaussmf 0.1785 0.1731 0.2164 
Gaussmf& RRP 0.1612 0.1599 0.1765 

Trimf 0.17 0.15 0.2223 
Trimf & RRP 0.1477 0.1333 0.2 

Novel Additive 0.199 0.196 0.2432 

Table 7: Misclassification Error Rates Of Hybrid Method 
 

Table 7 illustrates the misclassification error values 
calculated for the proposed methods and novel additive data 
perturbation method. When comparing the misclassification 
error values of the fuzzy data transformation method with 
hybrid method, it clearly indicates that the proposed hybrid 
method provides lower misclassification error values for all 
the three datasets. Hence the hybrid method provides better 
clustering quality and the transformed dataset that is generat-
ed with the hybrid method looks very different from the orig-
inal dataset, which preserves the privacy of individuals. 

 
Fig. 2: Comparison of Misclassification Error Values of fuzzy 

Data Transformation Methods 
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The misclassification error values of fuzzy data transformation 
methods and hybrid method for three membership functions 
such as Z-shaped, triangular, Gaussian on three datasets are 
shown n Fig. 2. It clearly indicates that the proposed hybrid 
method gives lower misclassification error for all the three 
member functions and for all the three datasets. 

4 CONCLUSION 
Privacy places a vital role for organizations when the data 
consists of sensitive information and which is shared among 
different users. The problem protecting individual privacy 
while releasing the data for clustering analysis is considered in 
this paper. Random rotation is one of the popular approaches 
for data perturbation and it can preserve privacy without af-
fecting the accuracy for clustering analysis. Two methods are 
proposed in order to address this problem. Method one is a 
fuzzy based transformation approach that uses Z-shaped 
fuzzy membership function, Triangular membership function 
and Gaussian membership functions for data transformation. 
Experiments are conducted on three real life datasets from 
UCI and the results proved that the proposed method satisfy-
ing the privacy constraints as well as retains the clustering 
quality. To enhance the privacy preservation, method two 
which is a hybrid method is proposed by adopting the tech-
niques fuzzy data transformation approach as specified in 
method one and random rotation perturbation. Experiments 
on three real life datasets reveal that, hybrid method is effi-
cient for data utilization as well as privacy preservation. 
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